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Abstract—It is well known that filters designed using the fre-
quency response masking (FRM) technique have very sparse co-
efficients. The number of nontrivial coefficients of a digital filter
designed using the FRM technique is only a very small fraction of
that of a minimax optimum design meeting the same set of specifi-
cations. A digital filter designed using FRM technique is a network
of several subfilters. Several methods have been developed for op-
timizing the subfilters. The earliest method optimizes the subfil-
ters separately and produces a network of subfilters with excellent
finite word-length performance. Subsequent techniques optimize
the subfilters jointly and produce filters with significantly smaller
numbers of nontrivial coefficients. Unfortunately, these joint opti-
mization techniques, that optimize only the overall frequency re-
sponse characteristics, may produce filters with undesirable finite
word-length properties. The design of FRM-based filters that si-
multaneously optimizes the frequency response and finite word-
length properties had not been reported in the literatures. In this
paper, we develop several new optimization approaches that in-
clude the finite word-length properties of the overall filter into the
optimization process. These new approaches produce filters with
excellent finite word-length performance with almost no degrada-
tion in frequency response performance.

Index Terms—Coefficient sensitivity, FIR digital filter, finite
word-length effect, frequency response masking (FRM), high
selectivity filter, low complexity filter, round off noise, sharp filter,
signal word-length, sparse coefficient filter.

I. INTRODUCTION

THE FREQUENCY response masking (FRM) technique
[1]–[20] was developed for the synthesis of very sharp

digital filters with very sparse coefficients. Thus, a filter synthe-
sized using the FRM technique has very low complexity even
though the effective filter length is slightly longer than that of
the minimax optimum design meeting the same set of frequency
response specifications. The FRM technique has been extended
to the synthesis of various types of filters such as half-band fil-
ters [21]–[23], 2-D filters [24], IIR filters [25]–[28], filter banks
[29]–[34], decimators and interpolators [35], [36], and Hilbert
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Fig. 1. Structure of a filter synthesized using the FRM technique.

transformers [37], [38]. Implementations on various platforms
[39]–[41] such as field-programmable gate array (FPGA) have
also been investigated. Its applications in transmultiplexer de-
sign [42], ECG signal processing [43], hearing aids [44], digital
audio [45]–[49] application and analysis, speech recognition
[50], array beamforming [51], software radio [52], and noise
thermometer [53] have also been reported.

Fig. 1 shows the structure of an FIR filter synthesized
using the FRM technique. A filter with -transform transfer
function is synthesized using a network of subfilters

, and , where represents an
appropriate negative integer power of and is an integer
[1]; all the subfilters have very low arithmetic complexities.

Many different optimization techniques have been developed
for optimizing the subfilters of Fig. 1. For a given set of fre-
quency response requirements imposed on , there is a wide
range of subfilter frequency responses that can meet the require-
ment. The finite word-length properties [54] of depend on
the frequency responses of the subfilters. The coefficient sen-
sitivity and round-off noise power may differ by many orders
of magnitudes for different choice of , and

. Thus, it is important to steer the optimization algo-
rithm during the course of optimization so as to produce a de-
sign with desirable finite word-length properties. This paper ad-
dresses the issue of designing FRM-based digital filters with op-
timum finite word-length properties.

The FRM technique produces a network of subfilters con-
nected in parallel and in cascade. In [1], the frequency responses
of the subfilters are optimized independently. It produces a final
design with good finite word-length properties although its
overall peak ripple magnitude is not as good as that where all
the subfilters are optimized simultaneously using nonlinear op-
timization techniques. The coefficient sensitivity and round-off
noise performance of the filter optimized using the technique
presented in [1] is analyzed in Section II. Section III shows
an example of an FRM-based filter optimized only for overall
frequency response performance under infinite precision condi-
tion disregarding the finite word-length effect. The coefficient
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Fig. 2. Frequency responses of the subfilters of Fig. 1.

sensitivity of an FRM-based filter is investigated in Section IV.
The investigation leads to a new design approach where the
coefficient sensitivity is used as the objective function for
optimization. This leads to the design of FRM-based filters
with low coefficient sensitivity. An example of a low coefficient
sensitivity design is shown in Section V. Based on the principle
of minimizing coefficient sensitivity, many approaches, each
leading to a different objective function, may be developed.
Two such approaches are presented in Section VI. The effects
on the various design approaches on the signal word-length
required to achieve a given signal-to-noise ratio is presented in
Section VII.

II. FINITE WORD-LENGTH PERFORMANCE FOR

THE FILTERS OPTIMIZED IN [1]

In general, the frequency responses of the subfilters op-
timized separately using the linear optimization technique
such as that used in [1] will resemble that shown in Fig. 2.
In Fig. 2, , and
are the frequency responses of the filters whose -transform
transfer functions are , and ,
respectively. It can be seen from the frequency responses that,
for most sinusoidal input frequencies within the pass-band
of , the input signal flows through either the path

or the path
since the pass-bands of is the
stop-bands of and vice
versa. Input sinusoids with frequencies in the stop-band of

will be rejected by both and
. Thus, for subfilters with

frequency responses as shown in Fig. 2, the scenario that two
large data are subtracted to form a small data (the scenario that
will lead to a serious finite word-length problem) never occur.

Fig. 3. Frequency response plots for H (e )H (e ); fe �
H (e )gH (e ), and H(e ) for an example exhibiting a serious
finite word-length problem.

III. FINITE WORD-LENGTH PERFORMANCE OF

SUBFILTERS DESIGNED FOR OPTIMAL FREQUENCY

RESPONSE PERFORMANCE

Many powerful nonlinear optimization techniques have been
developed for the design of the subfilters. These advanced non-
linear optimization techniques jointly optimize all the subfilters
for obtaining the optimum overall frequency response. The fre-
quency response of the overall filter obtained using these non-
linear optimization techniques is significantly better than that
obtained by optimizing the subfilters separately using the linear
optimization technique. Unfortunately, even though the filter de-
signed using these advanced techniques has good overall fre-
quency response under infinite precision arithmetic condition;
its finite word-length properties may be undesirable. The path

and the path may
both have very high gain causing the outputs of and

to be very large. Since the pass-band gain of the filter’s
overall frequency response is unity, the very large output signals
of and must have opposite signs so that the
signals cancel each other to form the filter’s final output that has
a comparable magnitude with the input. Since the output signal
of the overall filter is obtained from the difference between two
large signals, for filter designed using the nonlinear optimization
technique, the filter exhibits serious finite word-length problem.
We shall illustrate this problem by means of an example.

Consider the design of a low-pass filter with band edges at
and , respectively. The allowed peak ripple mag-

nitude is 0.01. When the peak ripple magnitude is used as the
objective function for minimization, there are a large number
of minima with almost the same objective function values. The
optimization algorithm may converge to any one of the minima
if no further criterion is imposed. The frequency responses

, and
(with the linear phase term removed), for a typical

solution are shown in Fig. 3. The coefficient values are shown
in Table I. The value of in is 9. As can be seen from
Table I, the coefficients of have very large magnitude.
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TABLE I
COEFFICIENT VALUES FOR H (z); H (z), AND H (z) FOR THE FILTERS

WHOSE FREQUENCY RESPONSES ARE SHOWN IN FIG. 3

In Fig. 3, 1E4 and 2E4 represent 10 000 and 20 000, respec-
tively. As can be seen from Fig. 3, and

have very large magnitude
and are opposite in sign. The frequency response is
obtained from the difference of two large quantities resulting in
serious finite word-length problems.

IV. COEFFICIENT SENSITIVITY

We shall investigate the finite word-length properties of the
filters under two headings, namely, coefficient sensitivity and
signal round off noise. The investigation of the round off noise
property is deferred to Section VII while this section is devoted
to the discussion of the coefficient sensitivity. The frequency
response of the overall filter is given by

(1)

Let the th coefficient values of , and
be , and , respectively. In

actual implementation, all coefficient values must be made
discrete since all implementation platforms are finite precision;
this introduces round off errors into the coefficient values. The
magnitudes of the errors depend on the multiplier word length.
Let the errors introduced into , and be

, and , respectively, when the co-
efficient values are rounded. We shall investigate the change in

caused by small values of , and
, where denotes “the magnitude of .” Suppose

that , and become

, and , re-
spectively, when , and be-
come ,

and . We shall assume that
, and are sufficiently

small so that , and
are small. Thus, we have

(2)

Neglecting the second order error terms, we have

(3)

It can be seen from (3) that the magnitudes of the sensitivities
of with respect to changes in ,
and are ,
and , respectively. Thus,

, and should
be minimized for good robustness against changes in

, and . Squaring both sides of
(3) leads to

(4)

Let denotes the expected value of . Taking the
expected values for both sides of (4) and assuming that

(see Appendix 1), we have

(5)

The frequency response of a linear phase symmet-
rical impulse response FIR filter with length and coefficient
values is given by

(6a)
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for even, and given by

(6b)

for odd.
Suppose that changing to causes

to change to . Thus

(7a)

for even, and

(7b)

for odd.
Assume that for

(8a)

Define the quantity as

(8b)

Define

(9)

From (7), (8), and (9), we have

(10)

Although is a function of for a given filter,
for a large number of independent filters is a

constant independent of if has flat spectrum. Thus

(11)

Applying the result of (11), (5) becomes

(12)

where , and are the numbers of coefficients of
, and , respectively.

We have

(13)

Define

(14a)

(14b)

(14c)

For and to produce the same phase shifts
so that their outputs can be summed correctly, and

must have the same order [1], i.e., . If
they do not have the same order, the lower order transfer func-
tion should be preceded and appended with zero valued coef-
ficients so that and have the same order and
that and have the same group delay [1].
From (12)–(14), we have

(15)

Let

(16)

From (15) and (16), we have

(17)

From (17), and since by definition, it is
clear that is a coefficient sensitivity measure. In order to min-
imize the coefficient sensitivity , the peak ripple magnitude
of , denoted as , may be set as a constraint and be-
comes the objective for minimization as in the following:

Minimize

(18a)

subject to (18b)

In (18b), is a predefined constant and, in (18a), the variables
in the optimization are all the coefficient values.

V. EXAMPLE WITH MINIMUM COEFFICIENT SENSITIVITY

We choose the design of a low-pass filter with the same
band edges, value for , and subfilter lengths
as the filter whose frequency response is shown in Fig. 3
as an example to illustrate the superiority of this new de-
sign technique. The peak ripple magnitude is relaxed by
2% (the exact amount whether 1%, 2%, or 3% is not crit-
ical since there are a large number of minima with almost
the same objective function value) to 0.0102 and (18a) is
used as the objective function. The coefficient values are
shown in Table II and the frequency response plots for

, and
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TABLE II
COEFFICIENT VALUES FOR H (z); H (z), AND H (z) FOR

THE FILTER OBTAINED BY MINIMIZING S

Fig. 4. Plots for the various functions for the filter shown in Table II.

(with the linear phase term removed) are shown in
Fig. 4. The value of is 26.43. It can be seen from Fig. 4
that the magnitudes of the gains for and

are not very large; the output
is not obtained from subtracting two large numbers to form
a small number and, hence, its finite word-length property is
expected to be much better than that shown in Fig. 3.

The superiority in the coefficient value’s finite word-length
property can be easily demonstrated by evaluating the frequency
response subject to coefficient quantization. If the quantization
step sizes for each coefficient in Table II are 2 and 2 ,
the peak ripple magnitudes of the overall filter become 0.01029
and 0.01046, respectively. The frequency response plot for the
case where the coefficient quantization step size is 2 , (i.e.,
the coefficient values are obtained by multiplying them by 2 ,

Fig. 5. Frequency response plot for the filter in Table II with coefficient quan-
tization step size = 2 .

TABLE III
SUMMARY OF THE COMPARISONS BETWEEN THE FILTERS OF TABLES I AND II

rounded to the nearest integer, and then divided by 2 ) is shown
in Fig. 5.

For the purpose of comparison, the value of
(i.e., the equiva-

lent value) for the filter whose coefficients are shown in
Table I is 6.78 10 . High coefficient sensitivity is expected. To
achieve a peak ripple magnitude of about 0.0103 the coefficient
quantization step size for the filter shown in Table I should
not be larger than 2 . Specifically, if the quantization step
size for the coefficients of is 2 and that of
and are 2 , the peak ripple magnitude is 0.01034.
It is interesting to note that the requirement on the relative
precision for the coefficients of for the filter shown
in Table I and that shown in Table II are roughly the same but
the requirement on the relative precision for the coefficients
of and for the filter shown in Table I and
that shown in Table II differ by about 10 . This is not sur-
prising since the ratio of their respective values of is about
10 . A summary of the
comparisons between the filter of Table I and that of Table II
is shown in Table III.

The greatly improved coefficient sensitivity is achieved with
almost no penalty in frequency response performance. This is
because the objective function has many minima with insignif-
icant difference in peak ripple magnitude. If the value of in
(18b) is set close to (say within 2% from) the optimum solution
obtained in minimizing without taking coefficient sensitivity
into consideration, minimizing (18a) simply produces a solution
with excellent coefficient sensitivity without noticeable degra-
dation in frequency response performance.
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Fig. 6. Frequency response plots for the various components of the right-side
of (12) for the filter shown in Table II.

VI. COEFFICIENT SENSITIVITY AS A FUNCTION OF FREQUENCY

If the coefficient quantization step size is , (17) may be
rewritten as [54]

(19)

From (9) and (19), we have

(20)

Equation (20) provides useful statistic for the frequency re-
sponse deviation due to coefficient quantization. Expression
for is given in (12). In order to have a better
understanding of the function , we plot in
Fig. 6 the various components in the right-hand side of (12)
constituting for the filter of Table II.

It can be seen from Fig. 6 that

peaks at around the
transition band, i.e., the frequency response at the frequency
band near the transition is most sensitive to coefficient
quantization. In this particular example, the largest contributor
is the term. However, the
largest contributor depends on the specific example. For
the filter shown in Table I, the largest contributors are the

and terms.
The previous observations lead to the following new ap-

proaches in obtaining a low coefficient sensitivity design.
One of these approaches is to relax the peak frequency re-

sponse ripple magnitude from its optimum value by a small
amount (say 2%) and minimize the peak of

i.e., let

(21)

and the objective function is

(22)

where is the maximum value of over
all and the variables in the optimization are all the co-
efficient values. Depending on the optimization package
used, minimizing may be achieved by minimizing

over a dense grid of , where is a large positive
integer.

There are other possibilities. It can be seen from
(5) that , and

are the sensitivity measures of
with respect to changes in ,

and , respectively. The maximum of the peak
values of , and

may be minimized. Define

(23a)

(23b)

(23c)

The objective function is

minimize maximum of

(24)

The variables in the optimization are all the coefficient values.
Depending on the optimization package used, minimizing the
maximum of may be
achieved by minimizing

over a dense grid of where is a large positive
integer.

Our experience shows that the minimiza-
tion of , or the maximum of

all lead to
filters with excellent coefficient sensitivities; their differences
in coefficient sensitivity is insignificant. The actual approach
that should be adopted depends on other factors such as
availability and robustness of optimization packages, hardware
implementation platform for the resulting filter, and etc.

The coefficient values for a design obtained
by minimizing are shown in
Table IV and the frequency response plots for

, and
are shown in Fig. 7. Its equivalent value (i.e., its

value) is
29.02. The peak value for

is 75.71.
The various components in the right-hand side of (12)
constituting are plotted in Fig. 8. If the
quantization step size for the coefficients of is 2
and that of and are 2 , the peak ripple
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TABLE IV
COEFFICIENT VALUES FOR THE FILTER OBTAINED BY MINIMIZING kS (!)k

Fig. 7. Frequency response plots for the various subtransfer functions of the
filter shown in Table IV.

magnitude is 0.01021; the frequency response plot for this
case is shown in Fig. 9.

For comparison, the peak values for

for the filter in Table II and that in Table I are
86.3 and 1.34 10 , respectively.

VII. SIGNAL WORD-LENGTH REQUIREMENT

If the filter is optimized for frequency response perfor-
mance with infinite precision arithmetic disregarding finite
word-length effect, the resulting filter may not only require
very long word-length to represent the coefficient values in
order to avoid excessive deterioration in its frequency re-
sponse but may also require very long word length to represent
the signals at intermediate nodes in order to avoid signal
overflow or excessive round off noise. For example, for the
filter of Table I, the maximum gains of and

Fig. 8. Frequency response plots for the various components of the right-hand
side of (12) for the filter shown in Table IV.

Fig. 9. Frequency response plot for the filter in Table IV with coefficient quan-
tization step size = 2 for H (z ) and 2 for H (z) and H (z).

are 17167.0568 and 17166.0486,
respectively, at 0.19437 , where is the sampling frequency,
i.e., for a sinusoidal input at with unit magnitude,
the outputs of and will have magnitudes
17167.0568 and 17166.0486, respectively. Since the overall
filter gain in the pass-band is unity, the outputs of
and cancel each other to produce a gain of 1.0082
at 0.19437 , i.e., 15 binary digits of the most significant
bits are lost in the cancellation. The peak frequency response
magnitude of the subtransfer functions for the filters shown in
Tables I, II, and IV are shown in Table V. A higher maximum
gain implies more significant bits must be allocated to the filter
to avoid overflow.

For any filter with input , output , and impulse re-
sponse , if , then . Thus,
the sum of the magnitudes of the impulse response of a filter
provides the absolute upper bound for the output of the filter.
The sum of the magnitudes of the impulse responses of the
subtransfer functions for the filters shown in Tables I, II, and
Table IV are shown in Table VI. It can be seen from Table VI
that, for the filter of Table I, for input signal with magnitude
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TABLE V
PEAK FREQUENCY RESPONSE MAGNITUDES FOR FILTERS

SHOWN IN TABLES I, II, AND IV

TABLE VI
SUM OF IMPULSE RESPONSE MAGNITUDES FOR FILTERS

SHOWN IN TABLES I, II, AND IV

Fig. 10. Noisemodel for FRM-based filter. If there is no word-length truncation
at z ; e (z) = 0.

bounded by unity, the outputs at and may have
magnitudes as large as 72 123 and 72 121, respectively. This
means that 17 integer bits (not including sign bit) are needed to
avoid signal overflow. For the filter of Table II, only two integer
bits are needed whereas, for the filter of Table IV, three integer
bits are needed to avoid signal overflow if the input signal mag-
nitude is bounded by unity.

Each multiplication produces a double word-length result.
When the signal word length is shortened by rounding the
signal, a rounding error is introduced. The rounding error may
be represented as a round-off noise with noise power equal to

[54] injected into the system at the point of rounding,
where is the quantization step size. The noise model is
shown in Fig. 10. If there is no word-length truncation at

.
The output noise , due to , and

is given by (25)

(25)

Let the noise powers for , and be
, and , respectively. The total noise power at the

output, denoted by , is given by (26)

(26)

TABLE VII
VALUES OF kH � H k AND kH k FOR FILTERS

SHOWN IN TABLES I, II, AND IV

where

(27a)

and

(27b)

The values of and for the filters
in Tables I, II, and IV are tabulated in Table VII. Note from
Table VII that the values of for all cases are sig-
nificantly less than unity. This means that, for equal noise power
contribution, the output of may be more severely quan-
tized than the other subfilters. This may translate into a saving
of input signal word length for but not for .
This is illustrated in the following example.

Consider, for example, the filter of Table I. Assume that the
input signal magnitude is bounded by unity and the signal quan-
tization step size is 2 . This input signal has a quantization
noise power of 2 and, after flowing through and fil-
tered by (z), exhibits a noise power of 0.588 2 .
Suppose that we wish the noise power of exhibited at the
output to be of 0.588 2 . This means that

, i.e., the
signal quantization step size for the output of may be
as large as 2 or, alternatively, five least significant integer bits
are set to zero. From Table VI, the output of may be as
large as 43 924, i.e., it requires 16 integer bits
plus a sign bit. Thus, the signal at the input of may be
represented using 11 effective bits plus a sign bit. Since the input
of is obtained from subtracting the output of
from that of , the input signal of will have ten frac-
tional bits plus 16 integer bits plus a sign bit, i.e., a total of 27
bits. It is important to note that the same must be pre-
sented to both and for effective cancellation
at the overall filter output, i.e., the word length of the output of

must be truncated before forming part of the input of
.

VIII. CONCLUSION

For a given frequency response specification, a filter synthe-
sized using the FRM technique will have very much smaller
number of non-zero coefficients than the minimax optimum de-
sign. The original FRM technique [1] produces filters with ex-
cellent finite word-length property (significantly better than that
of the minimax optimum design) but the number of coefficients
can be further reduced by using advanced nonlinear optimiza-
tion technique. In this paper, we show by means of an example
that advanced nonlinear optimization technique that optimizes
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the overall frequency response disregarding finite word-length
properties may produce filters that have very high coefficient
sensitivity and require very long signal word length. In order
to overcome this shortcoming, in this paper, we present several
techniques in (18a), (22), and (24), respectively, that include co-
efficient sensitivity measures into the objective function for op-
timization. These techniques produce filters with excellent finite
word-length properties.

The computing resources required and convergent properties
of the new techniques do not differ significantly from the con-
ventional technique. The actual computing resources required
and convergent properties depend on the optimization package
used. The optimization package we used always converges but,
unfortunately, it is easily trapped in local optimum solution. We
overcome the problem by initiating the optimization process at
different initial solutions. The development of an optimization
package that is not easily trapped in local optimum solution will
be the next challenge.

The optimal low sensitivity design will be a good initial so-
lution for further research in low complexity designs such as
minimum shift-and-add design.

APPENDIX I

We have

and

Thus

since

Similarly, it can be shown that
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